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Abstract
As part of this research, the Ladik-Sarayönü area of Konya province’s air quality has been assessed utilizing an AI (Artificial 
Intelligence) method. A total of 103 field samples were analyzed experimentally. Data from experiments was used to inform 
the design of a multi-layer perceptron feed-forward back-propagation artificial neural network model. The Bayesian method 
has been employed as the training procedure in an artificial neural network model with 15 neurons in its hidden layer. One 
hundred experimental data points were used to develop a network model that predicts mercury values of the geoaccumulation 
index value in the output layer based on the following input variables: mercury, distance to the pollution source, source of 
pollution, characteristics of the sampled place and the primary factor that controls moving parameters. The majority (90%) 
of the data is used for the model’s training process, while the remaining (10%) is used for validation. By comparing the 
model’s anticipated outcomes with experimental data, an artificial neural network was used to evaluate the model’s prediction 
performance. To forecast mercury values of the geoaccumulation index, the created artificial neural network had an error rate 
of − 4.04 to 3.98% (with an average of − 0.58%). The MSE for the network model is 2.1 × 10−1, and the R value is 0.9533.
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Introduction

Rapid increase in world population and agriculture, mining 
and increasing industrial production activities caused serious 
problems in environmental pollution. Mining activities on 
the lands near the areas where mining activities are carried 
out cause serious environmental effects, and these effects 

cause permanent toxicological problems for the environment 
even after centuries (Khalil et al. 2013). Heavy commodi-
ties dispersed due to these activities are a global threat, and 
mercury, long-range atmospheric portability, permanence, 
toxicity and bioaccumulative properties are a global problem 
(Cheng et al. 2013). The presence of metal such as mercury 
(Hg) in soils and agricultural areas poses an important threat 
to human health (Tóth et al. 2016; Sierra et al. 2017). In 
biological systems, Hg is a non-essential element; therefore, 
there are generally no dedicated pathways for its metaboliza-
tion and/or excretion. As a result, Hg bioaccumulates and 
grows throughout the food chain. It is organic and inorganic 
forms of mercury. Methylmercury is a particularly seri-
ous problem; it can accumulate in foods at high biological 
concentrations and is known to cause neurological, nephro-
logical and immunological diseases in humans (Tiodar Ema-
nuela et al. 2021). Moreover, elemental Hg and its various 
compounds are highly volatile, providing a bi-directional 
exchange between soil and atmosphere (i.e. accumulation 
and evaporation) (Kim and Lindberg 1995; Fu et al. 2015). 
Soil represents a potential source and begins in the Hg cycle. 
Their inclusion in metal food nets in the soils is an easy 
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way to transition to people (Gall et al. 2015). Heavy met-
als such as mercury and arsenic can remain in the soil for 
many years (Ozturk and Arici 2021). Heavy metals can be 
carried away from their locations by stream sediments and 
can form accumulations (Solgun et al. 2021). Plants such as 
vegetables can be a direct way for people to be exposed to 
metals (Manwani et al 2022). Therefore, it is necessary to 
know the size and distribution of heavy metal concentration 
in the soil. Heavy metal accumulations are not only caused 
by anthropogenic processes, they can also occur as a result 
of geogenic processes (Coskun et al. 2021). Heavy metal 
accumulations due to geogenic factors are distributed over 
wide areas. Therefore, estimating the size of anthropogenic 
distributions may be easier than estimating distributions of 
geonenic origin. It is of great importance for human health to 
be able to estimate the effect of pollution occurring in large 
areas with the right parameters in a short time. Due to the 
negative effects of studies on pollution analysis such as cost 
and time, the importance of predictive studies has increased. 
A limited number of studies have been conducted in the lit-
erature to estimate environmental and soil pollution by arti-
ficial intelligence tools (Akinpelu et al. 2020; Bazoobandi 
et al. 2019; Nourani et al. 2020; Emamgholizadeh et al. 
2018). Artificial intelligence-based forecasting methods are 
popular applications that have been found in many fields 
by researchers recently. Artificial neural networks stand out 
among the tools frequently used by researchers in modeling 
and simulating nonlinear complex functions (Bahiraei et al. 
2019). Moosavi et al. (2012) used multi-output least squares 
support vector regression for simultaneous estimation of 
interpore flow coefficient and storage rate. In the study, 500 
pressure transient response databases for horizontal wells in 
naturally fragmented reservoirs were generated by the finite 
element method, converted to pressure derivative curves and 
then used to develop and evaluate this automated charac-
terization paradigm. The predictive accuracy of the model 
has been checked and verified by both soft and noisy pres-
sure transient responses. The proposed model was able to 
predict the storage rate and the interpore flow coefficient 
with overall absolute mean relative deviations of 0.186% 
and 3.754%, respectively. Correlation coefficients of 1 and 
0.99992 were obtained for the estimation of the storage rate 
and the interpore flow coefficient, respectively. The leverage 
outlier detection technique confirmed that only less than 6% 
of the predictions were within the suspect zone.

Ladik (Konya) history is quite old, and it was a set-
tlement located at an important road junction in the east 
of the Roma. The region has been an important mining 
region since the Roman empire. Mercury ovens, which 
have been operated many times until today, have been 
closed with the loss of economic value in the 1990s. In 
addition, the Ladik-Sarayonu (Konya) connection road 
has a very old history and has been actively used for 

hundreds of years. The region is exposed to anthropo-
genic and geogenic mercury pollution for a long time 
due to the mercury companies operating for a very long 
time. In this study, an artificial neural network was devel-
oped to estimate the pollution level of the settlements 
and agricultural areas in the Ladik-Sarayönü region. The 
simulation values obtained using the artificial neural net-
work developed with a total of 103 experimental data 
obtained from three different data sets were compared 
with the experimentally obtained pollution values, and the 
estimation performance of the artificial neural network 
was analyzed. As can be seen from the comprehensive 
literature review, there is no research for estimating the 
pollution values related to mercury concentration with 
artificial neural network. This study is very important 
since it aims to fill the gap in this field in the literature.

Material and methods

In this study, a simulation model has been developed in 
order to estimate the mercury pollution on the settlement 
and agricultural areas of the mercury enterprise located at 
the borders of Ladik-Sarayönü with an artificial intelligence 
approach. In the study, the geoaccumulation index values 
obtained for the mercury in the studies of abandoned mer-
cury in Ladik settlement and agricultural areas and heavy 
metal accumulation in the agricultural areas on the Ladik-
Sarayönü connection road were used (Horasan et al. 2020). 
The map of the study area is given in Fig. 1. The geoac-
cumulation index values were calculated using Eq. (1) and 
mercury concentrations obtained from the chemical analysis 
of a total of 103 samples taken from the field (Muller 1969).

Here Cn is the heavy metal concentration measured in 
the precipitate and Bn is the geochemical background value 
in the schist of the average elements. Factor 1.5 is used for 
possible variations of background data depending on the 
lithological variations (Srinivasa et al. 2019).

In order to analyze the HgIgeo value, 103 different sam-
ples were taken from the study area, and a comprehensive 
evaluation was made with a total of 103 experimental data. 
During the sampling process, the first 1–2-cm depth of the 
ground was cleaned, and 5-kg sample was taken from 20-cm 
depth. The samples taken were kept in the oven at 60 °C for 
24 h and dried. The dried samples were ground after crush-
ing using a plastic mallet, and the particle size was reduced 
to − 80 mesh. These obtained samples were again turned 
into 300-g packs and kept as witness samples. Mercury 

(1)Igeo =

[

Cn

1.5 × Bn

]
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concentration was determined by giving the solution sample 
prepared for Perkin Elmer Inductively Coupled Plasma-Mass 
Spectrometer (ICP-MS) device.

Due to the time losses and financial disadvantages of the 
experimental studies, there are many studies and different 
methodologies that were conducted to estimate the results 

Fig. 1   The map of the study area
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by processing data (Gao et al. 2018, 2019). Modeling of 
irregular traditional estimation algorithms is insufficient 
in estimating time-related irregular data or complex non-
linear functions (Bahiraei et al. 2019). Information on the 
mercury concentration and location of the study area is 
presented in Tables 1, 2, and 3.

ANN model development

One of the most popular artificial intelligence applica-
tions developed to predict such complex functions is arti-
ficial neural networks (Cao et al. 2022). Artificial neural 
networks, developed by inspiring the working structure of 
the human brain, are tools that can learn functional rela-
tionships using input values and have the ability to pre-
dict target values in an output layer. The use of artificial 
neural networks can significantly reduce the time spent 
on numerical calculations (Wang et al. 2022). One of the 
most frequently used artificial neural network models is 
multi-layer perceptron (MLP) artificial neural network. 
MLP networks have input layer, output layer and at least 
one hidden layer. The hidden layer is located between 
the input and output layer. Each layer is connected to the 
next layer by a series of computing elements. The neuron 
located in the hidden layer has the basic function in the 
processing of the network and is characterized by bias (b), 

weight (w) and a transfer function (f). The neuron output 
is calculated using Eq. (2) with the appropriate transfer 
function (Ahmadloo and Azizi 2016):

Here Y is the neuron output, n is the number of neurons 
that connect to the jth neuron and x is the incoming sig-
nals. The process of learning the functional relationship 
between the data in the input layer and the target data 
of artificial neural networks is called “training”. In the 
training phase, a training algorithm is used to minimize 
the error between input and target values. Bayesian train-
ing algorithm, which was first used by MacKay (1992) 
and Buntine and Weigend (1991), provides high predic-
tive performance in artificial neural networks. In artifi-
cial neural networks developed with feed-forward back 
propagation, back propagation is made to the input layer 
in order to reduce the error rates obtained from the infor-
mation feed-forward from the input layer. This process 
is terminated after the least error is reached (Feng et al. 
2015). The basic flowchart of an artificial neural network 
is shown in Fig. 2.

In this study, an artificial neural network was developed 
in order to estimate the mercury values of the geoaccumu-
lation index by using data from samples taken from 100 

(2)Yj = f

(

n
∑

i=1

Wj,ixi + bj

)

Table 1   Study area mercury concentration (ppm) and location

Sample no Location Hg Sample no Location Hg Sample no Location Hg

S1 Pasture 0.6 S8 Agricultural field 0.6 S15 Stream sediment 4.8
S2 Pasture 0.3 S9 Agricultural field 0.4 S16 Residential area 1.1
S3 Stream sediment 0.2 S10 Agricultural field 0.3 S17 Residential area 2.3
S4 Stream sediment 17.5 S11 Agricultural field 0.4 S18 Residential area 0.6
S5 Agricultural field 17.7 S12 Stream sediment 17.3 S19 Residential area 1.7
S6 Stream sediment 11.7 S13 Agricultural field 0.7 S20 Residential area 23.5
S7 Pasture 0.5 S14 Stream sediment 7.6 S21 Mine site 50.0

Table 2   Study area mercury concentration (ppm) and location

Sample no Location Hg Sample no Location Hg Sample no Location Hg

K_1 Agricultural field 3.4 K_4 Agricultural field 3.6 K_7 Highway railroad junction 8.8
Agricultural field 2.8 Agricultural field 3.0 Highway railroad junction 9.2
Agricultural field 8.2 Agricultural field 2.9 Highway railroad junction 7.7

K_2 Agricultural field 2.1 K_5 Agricultural field 0.9 K_8 Highway railroad junction 8.2
Agricultural field 0.9 Agricultural field 1.1 Highway railroad junction 7.7
Agricultural field 5.6 Agricultural field 1.1 Highway railroad junction 10.0

K_3 Agricultural field 0.9 K_6 Agricultural field 1.9 K_9 Agricultural field 1.0
Agricultural field 2.2 Agricultural field 1.5 Agricultural field 1.0
Agricultural field 2.3 Agricultural field 1.1 Agricultural field 0.8
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different points. Optimizing the data used is extremely 
important in training of artificial neural networks (Çolak 
2021). The data used in the training of multi-layer per-
ceptron feed-forward back propagation artificial neural 
network is divided into two parts. Of the total data set, 
90 (90%) were used for training of the neural network, 
and 10 (10%) were used for the testing phase. While the 
input parameters, which are the independent variables, 
were introduced to the MLP network, a numerical value 
definition was made for each of them, and the network 
model was entered in this way. In the artificial neural net-
work developed using the Bayesian training algorithm and 
designed with 15 neurons in the hidden layer, five variable 
input layer data are defined, and the mercury values of the 

geoaccumulation index are estimated in the output layer. 
Hg was separated as the distance to the source of pollu-
tion, the source of the pollution, the characteristics of the 
sampling site and the primary factor controlling the move-
ment. Hg was the element studied in this study. Pollution 
source, distance and characteristics of the sampled area, the 
areas where heavy metal accumulation occurs as a result 
of anthropogenically polluted or geogenic processes, the 
usage characteristics of these areas (pasture, settlement, 
agricultural area, etc.) are selected as parameters. The 
movement of Hg from the pollution source to the accumu-
lation area was also determined as another parameter. The 
data used in the input layer of the artificial neural network 
are given in Table 4.

Tangent sigmoid (Tan-Sig) is used as the transfer function 
in the hidden layer of the artificial neural network, and the 
linear (Purelin) function is used as the transfer function in 

Table 3   Study area mercury concentration (ppm) and location

Sample no Location Hg Sample no Location Hg Sample no Location Hg

D1 Stream sediment 2.1 T19 Agricultural field 0.6 T39 Agricultural field 0.6
D2 Stream sediment 1.1 T20 Agricultural field 0.5 T40 Agricultural field 0.9
T1 Agricultural field 2.6 T21 Agricultural field 0.6 T41 Agricultural field 0.4
T2 Agricultural field 1.0 T22 Agricultural field 0.5 U1 Residential area 0.9
T3 Agricultural field 0.9 T23 Agricultural field 2.0 U2 Residential area 0.6
T4 Agricultural field 0.7 T24 Agricultural field 1.8 U3 Residential area 0.8
T5 Agricultural field 0.5 T25 Agricultural field 2.2 U4 Residential area 0.4
T6 Agricultural field 0.6 T26 Agricultural field 1.5 U5 Residential area 1.3
T7 Agricultural field 0.4 T27 Agricultural field 1.1 U6 Residential area 0.8
T8 Agricultural field 0.9 T28 Highway railroad junction 5.0 U7 Residential area 2.1
T9 Agricultural field 0.5 T29 Highway railroad junction 1.8 U8 Residential area 2.4
T10 Agricultural field 0.6 T30 Residential area 1.8 U9 Residential area 3.0
T11 Agricultural field 0.8 T31 Residential area 1.4 U10 Residential area 1.5
T12 Agricultural field 0.9 T32 Residential area 0.4 U11 Residential area 1.0
T13 Agricultural field 0.7 T33 Residential area 0.4 U12 Residential area 1.0
T14 Agricultural field 0.8 T34 Residential area 0.6 U13 Residential area 0.8
T15 Agricultural field 0.6 T35 Highway railroad junction 6.0 U14 Residential area 0.4
T16 Agricultural field 0.5 T36 Highway railroad junction 5.0
T17 Agricultural field 0.7 T37 Agricultural field 2.0
T18 Agricultural field 0.8 T38 Agricultural field 1.0

Fig. 2   Flowchart of the artificial 
neural network

Table 4   Input parameters of the artificial neural network

Number Definition

1 Hg (mercury)
2 Distance to pollution source
3 Source of pollution
4 Characteristics of the sampled place
5 The primary factor that controls moving
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the output layer. The functions of Tan-Sig and Purelin are 
given below (Zhou et al. 2021):

The basic structure of the developed artificial neural net-
work is shown in Fig. 3.

In order to evaluate the predictive performance of arti-
ficial neural networks, mean square error (MSE), R and 
margin of deviation (MoD) values were selected as criteria. 
MSE, R and MoD values are calculated using the equations 
given below (Çolak et al. 2020):

(3)f
(

netj
)

=
enetj − e−netj

enetj + e−netj

(4)purelin(x) = x

where N is the number of data points, Igeo,ANN is the mercury 
values of the geoaccumulation index obtained from the arti-
ficial neural network model and Igeo,exp is the mercury values 
of the geoaccumulation index obtained experimentally.

(5)MSE =
1

N

N
∑

i=1

(Igeo,exp(i) − Igeo,ANN(i))
2

(6)R =

�

�

�

�

�1 −

∑N

i=1

�

Igeo,exp(i) − Igeo,ANN(i)
�2

∑N

i=1

�

Igeo,exp(i)
�2

(7)MoD =

[

Igeo,exp − Igeo,ANN

Igeo,exp

]

× 100%

Fig. 3   Properties of the artificial 
neural network. a) Main struc-
ture (from Matlab software) b) 
Topology
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Result and discussion

In this study, the accumulation and distribution of mercury 
Fig. 4, which is a very dangerous metal for human health, in the 
soil were investigated by artificial intelligence model. Ladik is a 
settlement dating back to the Roman period, and mining activi-
ties in the region date back to ancient times. There is an accu-
mulation of mercury in the region depending on the geological 
characteristics of the region and an accumulation due to human 
activities. This accumulation of mercury is of geogenic and 
anthropogenic origin. The geochemistry of these sediments is 
controlled by various factors such as geomorphological, hydro-
logical, lithological and climatic events (Salomons and Förstner 
1984). The accuracy of the training phase of the developed 
ANN model was examined. In Fig. 5, the change of MSE values 
in the training phase of the artificial neural network according 
to the epoch is given. As can be seen from the graphic, the 
MSE values, which were high at the beginning of the training 
phase of the artificial neural network, decreased in the follow-
ing stages and reached the lowest value in the 86th epoch, and 

Fig. 4   Hg concentration distribution map

Fig. 5   Performance status according to MSE vs epoch
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the training was ended by reaching the ideal stage. The point 
where the training line drawn in blue and the test line drawn in 
red intersect with the most ideal status line expressed in dotted 
line is the point where the training is terminated by minimizing 
the error values between the input and output layers of the arti-
ficial neural network. The MSE, which has high values at the 
beginning, decreases gradually and reaches the lowest value; 
however, the intersection of the training and test lines with the 
most ideal value line is the indicator that the training stage of 
the developed artificial neural network is ideally completed.

In Fig. 6, the error histogram graph of the developed 
artificial neural network is given. It is aimed to analyze 

the error rates of the artificial neural network better by 
displaying the error values obtained from the training and 
test phases of the artificial neural network in the error his-
togram graphs on the same graph. Considering the graph, 
it will be seen that the error rates in both stages of the 
artificial neural network are low around the zero error line, 

Fig. 6   Error histogram

Fig. 7   Training performance of artificial neural network

Fig. 8   Test performance of artificial neural network

Fig. 9   General performance of artificial neural network
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drawn in yellow, with the low error rates in the training and 
testing stages. These low values in error rates indicate that 
the artificial neural network is ideally designed and has 
predictive performance with acceptable error rates.

In Fig. 7, a comparison of the data obtained from the 
training phase of the artificial neural network with the 
experimental data is given. The fact that the data points are 
located around the equality line drawn in blue and that the R 
value is obtained as 0.9521 is an indication that the training 
stage of the artificial neural network is ideally completed and 
has a very low error rate.

Figure 8 shows the data obtained from the testing phase 
of the artificial neural network developed. The fact that 
the data points obtained from the test phase are located 
near the equality line drawn in green means that the testing 
phase of the artificial neural network is correctly termi-
nated. However, the fact that the R value obtained for the 

test phase is 0.95452 indicates that the error rates of the 
test phase are at an acceptable level.

Figure 9 shows the performance graph of all data of 
the artificial neural network developed with a total of 100 
data. It can be seen that all of the data points are located 
around the equality line drawn in red. For all data, R value 
was obtained as 0.9533. These results prove that the design 
phase of the artificial neural network is completed with 
an acceptable error rate. In Fig. 10, comparison of data 
obtained from artificial neural network and experimental 
data according to the number of data used from artificial 
neural network is given. While there are training, test 
and all data numbers on the x-axis of the graphs, there 
are mercury values of the geoaccumulation index on the 
y-axis. When the graphs shown separately according to 
training, test and all data are examined, it is seen that the 
data obtained from the artificial neural network overlap 
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Fig. 10   Comparison of data obtained from artificial neural network and experimental data according to the number of data used for artificial 
neural network
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with the experimental data. The minimal differences in 
position between the two points indicate that the designed 
artificial neural network can estimate the mercury values of 
the geoaccumulation index with an ideal and low error rate.

In Fig.  11, MoD values calculated with Eq.  (7) are 
given. Investigation of MoD values is important in per-
formance analysis of artificial neural networks. MoD val-
ues are numerical expressions of how much aberration the 
artificial neural network can estimate experimental data. 
Figure 11 shows the MoD values calculated for training, 
testing and all data of the artificial neural network. As can 
be seen from the graphic, MoD values are close to zero 
error line and low in all three stages. The results obtained 
for all the data of the artificial neural network showed that 
the developed artificial neural network can estimate the 
mercury values of the geoaccumulation index with an aver-
age error range of − 0.58%, ranging from − 4.04 to 3.98%. 
These low MoD values obtained prove that the developed 

artificial neural network has very high estimation perfor-
mance and the margin of error is very low.

Data on the performance of the artificial neural network 
designed are given in Table 5. Considering the table, it is seen 
that MSE and MoD values are low and the R values obtained 
are very close to 1. The values given in Table 5 also confirm 
the high performance of the artificial neural network’s predic-
tive performance. In Fig. 12, the mercury values of the geoac-
cumulation index obtained from the artificial neural network 
with the experimental data are shown on the same graph. On 
the graph’s x-axis are the mercury values for the geoaccumu-
lation index that were determined experimentally, and on the 
y-axis are the outputs from artificial neural networks. It should 
be noted that the data points are located on the equality line 
drawn in red. This position of the data points is another proof 
that the developed neural network is designed to ideally pre-
dict the mercury values of the geoaccumulation index values 
with a minimum error rate.
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Conclusion

It is crucial that environmental effect characteristics can be 
predicted with accuracy without the need of time-consum-
ing, expensive experiments. In this study, an ANN model 
is proposed in order to predict the pollution analysis of 
the Ladik-Sarayönü region. Five variables were defined in 
the input layer of the network model designed using MLP 
architecture, and mercury values in the output layer were 
obtained. Mercury values are considered an important 
phenomenon in environmental pollution impact assess-
ment. Bayesian training algorithm was used in the ANN 
model designed with 15 neurons in the hidden layer. In the 
development of the ANN model, a total of 103 data sets 
obtained from the mercury concentrations of the samples 
taken from the field were used. The data obtained from the 
literature were used in grouping the data set used in the 
development of the model. The obtained results showed 
that if developed, the ANN model could predict the mer-
cury values of the geoaccumulation index value with an 
average error of 0.58%. In the future, studies can be con-
ducted to make pollution estimations of different regions 
with different parameters.

Data Availability  Data will be available from authors upon reasonable 
request.
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