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Nowadays, the softwarization and virtualization of resources and services rapidly continue, and along
with reading and writing, programming is going to be one of the basic human ability. Thus, the detection
of skilled programmers at an early age has become important for economies to strengthen their work-
force and compete globally. The current technological momentum shows that when the middle school
students of today reach the 2030s, the demand for advanced programming skills will be rapidly
increased, expanding as high as 90% between 2016 and 2030. Thus, the identification of these skilled peo-
ple at an early age is important. Accordingly, this study focused on predicting middle school students’
programming aptitude using artificial neural network (ANN) algorithms. A participant survey was devel-
oped and applied to middle school students consisting of fifth, sixth, and seventh graders from Konya
Science Center, Turkey. After the completion of the survey, the participants then took the 20-level
Classic Maze course (CMC) on Code.org. The participants’ final scores in the CMC were calculated based
on the level they completed and the lines of codes they wrote. The best results were obtained using the
Bayesian regularization algorithm: Training-R = 9.72284e�1; Test-R = 9.12687e�1, and All-R = 9.597e�1.
The results show that ANN is an appropriate machine learning method that can forecast participants’
skills, such as analytical thinking, problem-solving, and programming aptitude.
� 2020 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Concerns regarding the workforce scarcity in science, technol-
ogy, engineering, and mathematics (STEM) fields have stimulated
thriving attention on the relationships between STEM skills and
career trajectories [1]. Information technology (IT)-related works
are estimated to constitute two-thirds of all new jobs in STEM-
related areas [2].

Recent research [3] estimated that the demand for advanced IT
and programming skills will rapidly increase and can expand as
much as 90% between 2016 and 2030. When the middle school
students of today reach the 2030s, their career will begin, and peo-
ple with programming abilities will undoubtedly be on demand
and will be a minority [3]. Therefore, it is becoming important
for economies to strengthen their workforce with talented pro-
grammers [4].

In a highly automated world, identifying students’ program-
ming skills early and directing them into appropriate career paths
are increasingly crucial. One of the methods used to detect the pro-
gramming ability of a student is machine learning prediction tech-
niques. The most commonly used machine-learning methods are
supervised learning methods, including decision trees, decision
forests, logistic regression, support vector machines, neural net-
works, kernel machines, and Bayesian classifiers, which are widely
employed to predict a numerical value [5]. Machine learning meth-
ods used in the prediction of students’ academic performance,
dropout rate, course registration, grades, GPA, and learning, have
recently gained a lot of attraction. Some of the related works in this
field for the last 10 years are presented as follows:

In [6], a forecasting model employing a neural network
approach was presented to identify the potential elements in
determining the online courses picked by pupils. The study showed
that the suggested model performs better than three well-known
machine learning methods and two previous traditional models.
In [7], the advantage of using recurrent neural networks to model
pupil learning was investigated. The employed ANNs outper-
formed the latest prediction models on real pupil data, which pro-
poses a new line of research for knowledge tracing. In [8], to
predict pupils’ academic performance, ANNs that utilize 10-fold
cross validation were employed on the grade data of 300 pupils.
The suggested model offered better performance than basic train-
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ing techniques and association rule mining. A new method to pre-
dict students’ academic performance based on a supervised neural
network was developed based on the data of 120 students. The
suggested model outperformed traditional methods and is
expected to help educational institutions identify appropriate stu-
dents for academic research. The results also showed that students’
academic performance was affected by family and social media [9].
In [10], the academic performance of future mathematics teachers
was forecasted by employing logistic regression analysis (LRA) and
ANN. The prediction success rate of the ANN models outperformed
that of LRA models. In [11], the ratio of pupils’ registration in the
future semesters was forecasted. They used different prediction
models, such as ANNs with bagging and boosting models, decision
trees, and Bayesian simple logistic regression. In conclusion, the
ANN bagging method can be distinguished as a better technique
with 96% success. In [12], an ANN-based prediction model was
employed to estimate student success during the academic year.
The results showed that the observed and predicted values were
significantly similar. In [13], an ANN model was presented to pre-
dict the academic performance of Turkish and Malaysian voca-
tional school students. The results were significantly successful:
98% sensitivity rate over 922 samples for the Turkish students
and 95.7% sensitivity rate over 1050 samples for Malaysian
students.

Considering the future programming workforce, more people
with programming skills are needed. It is important to identify
these talented people at an early age. Therefore, this study focused
on predicting middle school students’ programming aptitude using
ANN algorithms and visual web-based programming tools. Most of
the works in the literature focused on the prediction of students’
academic performance in higher education, and very few studies
focused on students’ programming talent. The following research
questions (RQs) were stated by taking into account the research
gap on this topic:

RQ1: How are ANN algorithms going to predict middle school
students’ programming aptitude using the data gathered from stu-
dents’ demographic information and answers to analytical think-
ing, map-sketching, and paper-folding problem questions.

RQ2: How can middle school pupils’ parents and teachers be
supported to encourage their pupils to pursue computer science-
related fields in career trajectories?

The rest of the paper is organized as follows: Section 2 describes
the materials and methods, Section 3 presents the results and dis-
cussion, and Section 4 discusses the conclusions of the study.
Table 1
Demographic Information of the Participants.

Variable Group %

Gender Female
Male

45.5
54.5

Age 10
11
12
13
14

16
46
31.5
6
0.5

Mother’s educational background Primary school
Middle school

21.5
48.5
2. Materials and methods

The study developed a participant survey and applied it to mid-
dle school students consisting of fifth, sixth, and seventh graders
from Konya Science Center, Turkey.

After the completion of the survey, the participants then took
the 20-level Classic Maze course (CMC) on Code.org. The partici-
pants’ final scores in the CMC were calculated based on the level
they completed and the lines of codes they wrote. The ANN algo-
rithms were executed on MATLAB using the questions of the sur-
vey as the inputs and the calculated participants’ final scores in
the CMC as the output.

This study was conducted using Konya Science Centers’ physical
spaces and resources. All precautions were performed to ensure
that all the participants do not experience any test anxiety.
High school
University

17.5
12.5

Father’s educational background Primary school
Middle school
High school
University

12.5
38.5
22.5
26.5
2.1. Code.org

Code.org’s CMC is a game-like, Blockly-based, drag/drop-style,
and self-instructed programming tool. CMC consists of a set of
instructions to acquire well-known game characters, such as Angry
Bird, through a maze to hit a Green Pig [14].

Code.org was launched in 2013 by twin brothers Hadi and Ali
Partovi with a video promoting computer science [15]. The critical
goal of Code.org is to help pupils realize that computer science is
easier to attain and relevant to everyone [16,17]. Code.org is one
of the coding literacy campaigns launched in 2013 that fosters
the development of critical reasoning and communication abilities
in a highly digital world [15]. Teachers can also provide several
learning options. Some students may choose to use five level-ups
in-game programs that are codified like Code.org [18]. The current
learning setting is designed not only for learning the essential ele-
ments of computer work but also for school pupils of all ages inter-
ested in computer programming [19].

There are many types of courses on Code.org, and CMC is one of
the most popular among them. In CMC, key programming con-
cepts, such as comparisons, loop structures, conditions, are embed-
ded playfully. Each level of CMC focuses on the different
programming concepts with a particular difficulty level. A partici-
pant can complete the CMC without needing an instructor. The
administrator of the Code.org class can access each participant’s
written lines of codes and completion status data at every level.
The Code.org CMC scores were calculated by examining each par-
ticipant’s level data and written lines of codes at each level in
the CMC.

2.2. Participants

This study was conducted in the academic year of 2018–2019,
with three groups of 200 fifth, sixth, and seventh graders randomly
selected from a middle school in the city of Konya in Turkey. The
analysis of the participants’ demographic information and other
details are presented in Table 1.

Among the participants, 109 (54.5%) were female, and 91
(45.5%) were male. The age distribution of the students is as fol-
lows: 32 (16%) 10-year-olds, 92 (46%) 11-year-olds, 63 (31.5%)
12-year-olds, 12 (6%) 13-year-olds, and 1 (0.5%) 14-year-old. The
educational background of the students’ parents is as follows: pri-
mary school (43/21.5%, mother; 25/12.5%, father); middle school
(97/48.5%, mother; 77/38.5%, father); secondary school (35/17.5%,
mother; 45/22.5%, father); and university level (25/12.5%, mother;
53/26.5%, father).

2.3. Survey

The survey consists of four sections: demographic information,
paper-folding problems, map sketching, and analytical thinking
questions.
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The demographic information questions consist of gender, age,
parent’s educational levels, parent’s job, mathematics grade,
homework time, possession of an electronic device and time spent
with the device, coding knowledge, and computer screen time.

The paper-folding problems were derived from [20]. The paper-
folding test was employed to evaluate visualization and spatial
reasoning, based on the skills to handle and transform spatial pat-
terns and to recognize whether one image is a transformation of
another. In the survey, three paper-folding problems with different
levels of difficulties were given. The participants were asked to
decipher how the holes on the folded paper surface will be when
the paper is unfolded.

The map sketching was adapted from [20]. The map was
designed to include various landmark locations, such as airports,
parking areas, school, lake, castle, hospital, library, and science cen-
ter. The participants were asked to choose two places that they
would like to visit. Then, the participants selected two numbers
from 1 to 7, which indicates different paths in the map, for the
starting and endpoints. After the path number selection, the partic-
ipants must follow the path from the starting point to the first
landmark, then go to the second landmark, and arrive at the
endpoint.

Analytical thinking questions were cited by experts from the
general aptitude tests prepared by the Directorate of Measure-
ment, Evalution and Examination Services in the Ministry of
National Education.

As the literature indicates, mathematics grades are an influen-
tial factor in predicting student programming skills [21–23]. There-
fore, mathematics grades were taken into account in the prediction
model.
2.4. Data analysis

This study investigated the relationship between the partici-
pants survey results and the participants’ success in CMC by
employing the ANN algorithms.

The most common ANN training algorithms, such as scaled con-
jugate gradient [24], Levenberg–Marquardt [25], and Bayesian reg-
ularization [26] were employed. The algorithms were incorporated
by varying the number of neurons and hidden layers to obtain the
best predictive models of the students’ programming talent in
MATLAB [27].

Below, the ANN models, which are generated by the input and
target parameters, and the measurement of performance among
the models, are described in detail. The evaluations were made
over 100 points for all input and target parameters.

Input parameters: 13 input parameters for each ANN model
was used. The input parameter distributions are as follows: demo-
graphic information (five), mathematics grade (one), paper-folding
problems (three), map sketching (one), and analytical thinking
questions (three).

Target parameters: CMC consists of 20-level puzzles, where
each puzzle has a difficulty level and targets to get a notion of a
particular type of programming concept, such as comparisons, loop
structures, and conditions, to a participant.

Through Code.org teacher’s admin panel, which can be seen in
Fig. 1, the students’ completed level and lines of code data on
CMC can be identified.

The final Code.org CMC score for each participant was calcu-
lated as follows. Each level was weighted according to its difficulty.
If a user completes each level within its expected lines of code, it
will get 100 points as a final score. If there is a missing level or
more lines of code than expected, then some penalty is applied
to the final score. The calculated final score was used as the target
parameter for the ANN model.
Training, validation, and test subsets were produced by ran-
domly splitting data in the ANN model. During the ANN learning
process, training data were utilized, and validation data gauged
the network generalization. The network was modified with
respect to its errors and stopped training when generalization
stopped improving. The test process did not make any changes
on the network structure; rather, it provided an independent eval-
uation of the performance of the network before and after training
[27].

To determine coherent data splits of training and validation,
several combinations were considered. In this study, the dataset
of 200 was split into 140 (70%) for the training, 30 (15%) for the val-
idation, and 30 (15%) for the testing of the models.

The following steps were followed to measure the performance
of the prediction models: First, each of the training algorithms was
combined with one hidden layer with various numbers of neurons.
Next, the MSE and R2 values were utilized to evaluate the models.

The correlation between the predicted and observed values of Y
is R. The R2 value measures the regression and shows the propor-
tionate quantity of variation in the reaction variable Y explained
by the independent variables X. R2, which has a value between 0
and 1, evaluates the regression and shows the proportionate quan-
tity of variation in the reaction variable Y described by the inde-
pendent variables X. The linear correlation increases between
inputs and target when R2 is close to 1. The mean quadratic differ-
ence between outputs and targets is the MSEvalue. The lower the
MSE value is, the better. The MSEequation is depicted in (1):

MSE ¼ 1
N

XN

i¼1

yi � ŷið Þ2 ð1Þ

where N is the number of the cell array outputs, yi is the matrix or
cell array of targets, and ŷi is the matrix or cell array of outputs. The
R2 equation is depicted in (2):

R2 ¼ 1� MSEðmodelÞ
MSEðbaselineÞ ð2Þ

The MSE of the model is computed as above, and the MSEof the
baseline is defined in (3):

MSEðbaselineÞ ¼ 1
N

XN

i¼1

yi � y
�� �2

ð3Þ

where y with a bar is the mean of the observed yi.
When a feedforward network is initialized, the network’s goal is

to identify model parameters that minimize the error between the
predicted and the real value by updating the weights. Thus, if the
network is not adequately accurate, then the network could be
restarted, and the new outcomes are recorded for future
comparisons.

The number of neurons in the hidden layer of the network can
be increased to give more flexibility to the system to optimize the
parameters. Moreover, it is essential to gradually increase the hid-
den layer size to allow the network to optimize more parameters
than data vectors to restrict these parameters. If the hidden layer
is too large, then this can lead to under-characterization.

Nevertheless, picking a different algorithm, such as Bayesian
regularization, can sometimes cause the generalization capacity
to outperform the stopping early method, which is the default
model for improving generalization [27]. In this study, a different
number of neurons were employed to optimize the neuron number
in the ANN model hidden layer considering the above-mentioned
MSE andR2 values.



Fig. 1. Snapshot of Code.org’s Classic Maze student completion level.

Fig. 2. Best results of the Levenberg–Marquardt algorithm’s training, testing, and
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3. Results and discussion

ANNs are widely utilized for their ability to recognize patterns
and training [23]. The Levenberg–Marquardt, Bayesian regulariza-
tion, and scaled conjugate gradient algorithms are the most com-
monly used prediction algorithms of ANNs. The neuron number
in a hidden layer is one of the important parameters of an ANN
model to optimize the outputs.

The employed ANN models consisted of one hidden layer, 13
inputs, and one target (Fig. 5). Each model was executed 10 times
for between 2 and 10 neurons to find the optimal number of neu-
rons in its hidden layer. The best execution results were given in
Table 2. Moreover, the best results’ training, testing, and validation
values are given in Figs. 2–4 for Levenberg–Marquardt, Bayesian
regularization, and scaled conjugate gradient algorithms,
respectively.

The error histogram graphics are given in Figs. 6–8 for the three
algorithms.

The performance graphics is presented in Figs. 9–11 for the
Levenberg–Marquardt, Bayesian regularization, and scaled conju-
gate gradient algorithms, respectively.

Among the ANN training algorithms, Bayesian regularization
algorithm has been found to give the best effect with 10 neurons
in the hidden layer. The results of the Bayesian regularization algo-
rithm are as follows: Training-R = 9.72284e�1; Test-R = 9.12687
e�1, and All-R = 9.597e�1; Training-MSE = 11.29453e�0; Test-M
SE = 50.71159e�0; and All-R = 9.597e�1.
Table 2
Analysis of the best results.

Algorithm NoNHL Training-R Validaiton-R Test-R All-R Training-MSE Validation-MSE Testing-MSE

Levenberg-Marquardt 5 9.65123e�1 9.24989–1 9.16369e�1 9.5197e�1 15.43640e�0 28.93511e�0 34.76528e�0
Bayesian Regularization 10 9.72284e�1 – 9.12687e�1 9.597e�1 11.29453e�0 – 50.71159e�0
Scaled Conjugate Gradient 5 9.5098e�1 9.201e�1 9.0196e�1 9.3626e�1 19.19747e�0 43.28254e�0 45.81064e-0

validation values.



Fig. 3. Best results of the Bayesian regularization algorithm’s training, testing, and
validation values.

Fig. 4. Best results of the scaled conjugate gradient algorithm’s training, testing,
and validation values.

Fig. 5. Neural network diagram.

Fig. 6. Best results of the Levenberg–Marquardt algorithm’s error histogram values.

Fig. 7. Best results of the Bayesian regularization algorithm’s error histogram
values.

Fig. 8. Best results of the scaled conjugate gradient algorithm’s error histogram
values.

Fig. 9. Best results of the Levenberg–Marquardt algorithm’s performance values.

A. Çetinkaya, Ö.K Baykan / Engineering Science and Technology, an International Journal 23 (2020) 1301–1307 1305



Fig. 10. Best results of the Bayesian regularization algorithm’s performance values.

Fig. 11. Best results of scaled conjugate gradient algorithm’s performance values.
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The error histogram, in which the blue bars symbolize training
data, the green bars stand for validation data, and the red bars rep-
resent testing data, can provide us a display of outliers, which are
data points where the fit is remarkably worse than the bulk of data
[27].

In the case of Levenberg–Marquardt algorithm’s error his-
togram values, while most errors fall between � 9 and 9, several
outliers can be noticed, such as � 13.73 and 15.84. As for the Baye-
sian regularization histogram, the bulk of errors is between �9 and
8, but a couple of outliers can be seen, such as �14.66, �13.22, and
12.53. The scaled conjugate gradient’s error histogram shows the
majority error values between �9 and 9, which also indicate sev-
eral outlier data points. These outliers are also visible on the test-
ing regression plot.

The employed ANN models outperformed the well-known
regressions methods from the literature: rational quadratic gaus-
sian process regression R2: 0,86; linear regression R2: 0,86; linear
support vector machine R2:0,84; Levenberg–Marquardt training
R2: 9.65123e-1; Bayesian regularization training R2: 9.72284e-1;
Scaled conjugate gradient training R2: 9.5098e-1.

4. Conclusions

When the middle school students of today reach to the 2030s,
after university graduation, their career will begin. The current
technological momentum shows that the softwarization process
will rapidly continue, and almost all of the new solutions will be
code-based. Programming will be one of the necessities for a citi-
zen to live in the future.

The prediction models of middle school students’ programming
talent were investigated for future career trajectories. In light of
the findings of this investigation, it was concluded that the pro-
gramming tendency of middle school students was predictable
by the parameters used in the participant questionnaire. With
the conclusion, it is observed that ANN was an appropriate
machine learning method to forecast participants’ skills, such as
analytical thinking, problem solving, and programming aptitude.

The ANN algorithms, which were employed in this study, offer a
method to allow the parents and teachers of middle school pupils
to determine their pupil’s programming talent and to encourage
them to pursue computer science-related fields for future career
trajectories. Pupils who have been told by parents or teachers that
they will be good at programming are 2.5 to 3 times more likely to
be interested in getting into programming in the future [28]. Thus,
the study results will be shared with the participants’ teachers and
parents to encourage the students to pursue programming career
trajectories. Even without prior programming experience, if a stu-
dent obtained good results in the survey, then his parents and tea-
cher can be advised to encourage him to pursue a programming-
related career. This model should, as in other prediction models,
not mean that students who are relatively unsuccessful cannot
work in these jobs.

Consequently, the study indicates that ANN algorithms are an
important solution for validly and efficiently predicting program-
ming aptitude.

One limitation of this study here is the relatively small sample
size of 200 students. In recent studies on ANN, small data sets have
also been shown to give good results in ANN [29–31]. Beyond the
sample size, this study’s focus on urban state school students in
one city, Konya, Turkey, presents a specific limitation on how the
study findings can be extensively generalized. It is also acknowl-
edged that the same results are unlikely without the dataset, and
the data are serviceable from the authors on request.

In future works, different studies can be conducted more on
prediction algorithms, such as deep learning (e.g. LSTM), machine
learning algorithms and fuzzy logic methods. The questions of
the participant survey can be further diversified and customized
according to various cultural and demographic backgrounds.
Future work should attempt to achieve a more extensive and
diverse sample of students and should focus on earlier age than
middle schools, such as primary school students.
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