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Monitoring and evaluating the skin temperature value are considerably important for 

neonates. A system detecting diseases without any harmful radiation in early stages could 

be developed thanks to thermography. This study is aimed at detecting healthy/unhealthy 

neonates in neonatal intensive care unit (NICU). We used 40 different thermograms 

belonging 20 healthy and 20 unhealthy neonates. Thermograms were exported to thermal 

maps, and subsequently, the thermal maps were converted to a segmented thermal map. 

Local binary pattern and fast correlation-based filter (FCBF) were applied to extract salient 

features from thermal maps and to select significant features, respectively. Finally, the 

obtained features are classified as healthy and unhealthy with decision tree, artificial neural 

networks (ANN), logistic regression, and random forest algorithms. The best result was 

obtained as 92.5% accuracy (100% sensitivity and 85% specificity). This study proposes 

fast and reliable intelligent system for the detection of healthy/unhealthy neonates in NICU. 

Keywords: 

fast correlation-based filter, local binary 

pattern, machine learning, neonate, 

thermography 

1. INTRODUCTION

In medical fields, thermography is used for detecting and 

diagnosing of diseases, planning of treatments, and evaluating 

the effects of the treatment [1]. Early diagnosis of unhealthy 

neonates is so critical for medicine, if diseases are not handled 

immediately, may lead to fast deterioration of the health status 

of neonates and lead to death. Modalities such as magnetic 

resonance and computerized tomography are used for disease 

detection. However, these modalities are not useful for 

neonates because the body temperature can change in long-

term image acquisition and temperature changes during 

neonate relocation so hypothermia [2] can be seen. According 

to WHO [3], the mortality rate of neonates was 28 per 

thousand in 2018. However, thanks to thermal imaging which 

is non-invasive and non-ionized technique, the thermal 

signature of neonates is obtained and the health status of 

neonates are detected. 

In 1980, Clark and Stothers first performed the analysis of 

body temperature distributions of neonates by using thermal 

camera and thermocupl [4]. According to their results, the 

differences between values obtained from thermal camera and 

thermocupl was 0.107. In 2012, Abbas et al. examined the 

neonate heat flow analysis under different clinical scenarios 

[5]. External influences such as external heat sources and air 

flow prevent accurate temperature measurement. They 

recommended calibrations for compensating these effects. 

One of the most important problems was that the actual 

temperature value was not known precisely. They tried 

minimizing temperature differences by measuring the 

temperature values with a digital thermometer.  

In 2013, the identification of thermal abnormalities of 

neonatal patients was presented by Ruqia [6]. She explained 

the importance of using temperature changes instead of the 

spatial distribution of temperature values. The skin 

temperature is related to thermoregulation; thus, the blood 

flow disturbances under the skin directly affect the 

temperature measurement. For this purpose, image 

enhancement was performed to uncover the analyzed texture 

and to remove the noise and background. Although the region 

of interest (ROI) selection was conducted manually, the image 

enhancement process was performed automatically.  

In 2014, Abbas and Leonhardt explained the neonatal 

infrared thermography pattern clustering based on the 

independent component analysis (ICA) [7]. They pointed out 

that abnormalities such as tumors, inflammation, and infection 

cause local temperature increases or asymmetric models. The 

head has a high heat emission potential; therefore, they 

concentrated on head images, and they studied RGB-based 

methods. They used a wavelet transform to extract coefficients 

of thermal images, principal component analysis to reduce the 

size of images, and ICA to clustering. They achieved a 95% 

accuracy rate by using 34,230 sample patches. 

Savasci and Ceylan, in 2018, pointed out the importance of 

monitoring thermal asymmetry and time-related thermal 

differences by using 32 neonates [8]. According to them, 

planning of new treatments, protecting of stability, and making 

vital decisions can be carried out with the analysis of thermal 

differences. They showed that thermal degrees vary in 

unhealthy and healthy neonates by using image processing 

techniques. Thus, it was once again explained that the thermal 

asymmetry degree in unhealthy neonates is higher than that in 
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healthy neonates. Ornek et al. explained that using temperature 

map is more effective than using RGB images for evaluating 

neonate thermograms [9]. The 10 obtained different 

thermograms from neonates were converted to RGB and 

temperature map, and image coefficients were obtained with 

wavelet transform. Subsequently, thermograms were 

reconstructed with image coefficient by using inverse wavelet 

transform. The peak signal noise ratios obtained were 33.625 

and 27.695 dB in temperature maps and RGB images, 

respectively. Furthermore, the structural similarity indices 

obtained were 0.954 and 0.887 in temperature maps and RGB 

images, respectively. 

The explained works until now do not contain 

comprehensive system that use segmentation, feature 

extraction-selection and machine learning algorithms. Our 

comprehensive intelligent system has the following 

contributions: 

• We used real data belonging to 20 healthy and 20 

unhealthy neonates 

• Segmentation was used for the background 

subtraction and to uncover temperature changes to 

be used in feature selection 

• Feature extraction was used to extract the 

meaningful features from thermograms 

• To select significant features among all extracted 

features, feature selection was used 

• Four different machine learning algorithms were 

used to classify the obtained features 

This paper is organized as follows. In the Materials and 

Methods section, used data, thermal map, and experimental 

procedures are presented. In the Results section, the detailed 

results are given. In the subsequent sections, discussion and 

conclusion are described. 

 

 

2. MATERIAL AND METHODS 

 

At the first sight at thermograms, differences between 

healthy and unhealthy neonates do not appear, but it is known 

that healthy neonates show thermal asymmetry and unhealthy 

neonates shows thermal asymmetry. The goal of this paper is 

to find thermal asymmetry shown on body of neonates by 

using computer vision and machine learning algorithms. 

 

 
 

Figure 1. Block diagram of the proposed system 

 

In the succeeding subsections, we will describe used data, 

thermal map, segmentation of thermograms, feature extraction 

and selection, and classification of thermal map. The block 

diagram of the system is shown in Figure 1. 

 

2.1 Obtaining of data used 

 

The thermograms were taken with VarioCAM HD infrared 

thermal camera and IRBIS software which are a product of 

InfraTec©, in Selcuk University, Faculty of Medicine, 

Neonatal Intensive Care Unit (NICU). The resolution of the 

camera is 640 x 480, the temperature resolution is up to 0.02 

Kelvin at 30 Celcius and the measurement accuracy +- 1 

Celcius or +- 1%. We used 40 different thermal images 

belonging to 20 healthy and 20 unhealthy premature neonates. 

Images were captured between 60 and 100 cm distance from 

the neonate lying in the supine position. The thermograms 

were converted to raw temperature map using a portable 

computer and IRBIS software. Measurement setup is shown in 

Figure 2. 

 

 
 

Figure 2. Measurement setup: (1) portable computer, (2) 

infrared camera, (3) neonate, and (4) incubator 

 

Statistical characteristics of neonates such as birth weights 

and gestational age at time of delivery are given in Table 1. 

where unhealthy neonates have diseases such as intracranial 

hemorrhage, respiratory distress syndrome, necrotizing 

enterocolitis, transient tachypnea, and diaphragm hernia. 

 

2.2 Thermal map 

 

The temperature map is two-dimensional arrays that 

directly represent the temperature values of the thermograms. 

When these temperature values are normalized and displayed, 

a gray-level image is obtained as in Figure 3, where the white 

and black parts represent hot and cold regions, respectively. 

 

 
 

Figure 3. Gray-level image and temperature map of the 

selected region 
 

Table 1. Physical characteristics of healthy neonates 
 

Neonates Birth Weight (g) Gestational Age at Time of Delivery 

Health Status Counts Average Median Standard Deviation Average Median Standard Deviation 

Healthy 20 1576 1592,5 468,0351 30,1 29,5 2,6814 

Unhealthy 20 2149,95 2127,5 802,9194 33,65 34 3,3056 
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2.3 Segmentation of thermal map 

 

An open radiant warmer, kangaroo mother care, and 

convective incubator are available in NICU because every 

neonate has different weight, body temperature, and 

conditions. As shown in Figure 4, we used the segmentation 

algorithm on the basis of temperature value for the background 

subtraction and to uncover temperature changes to be used in 

feature selection 

 

 
 

Figure 4. Steps of the segmentation process 

 

The thermograms contain real temperature values varying 

32 and 35 degrees. Since we need values between 0 and 1 to 

process the thermograms with image processing methods, 

min-max normalization [10] was used. Otsu’s threshold 

method [11] was used for the “background subtraction”. Using 

the Otsu’s method, we calculated the in-class variance value 

between the background and foreground for all threshold 

values. The threshold value, which provides the smallest 

variance, is selected as optimum threshold. Obtained images 

are shown in Figure 5. 

 

 
 

Figure 5. (a) Visualized thermal map. (b) Temperature map 

after threshold algorithm 

 

Because of conditions in NICU, some neonates that lie in 

the incubator have materials unwanted such as latch on 

umbilical ligaments. As shown in Figure 6 (a), the latch is 

caused to holes on the skin because this object is colder than 

the body. To ignore the effects of the material, hole filling [12] 

was used. Hole filling is a method to fill spaces on objects. The 

images before and after hole filling can be seen Figure 6. 

 

 
 

Figure 6. (a) Thermal map before hole filling. (b) Thermal 

map after hole filling 

After the hole filling and threshold algorithms were 

completed, the derivative (Eq. (1)) of the image was taken to 

observe the changes in temperature. Each temperature value 

l(x) is subtracted from l(x-1). 

 
𝑑𝑓

𝑑𝑥
= 𝑓(𝑥) − 𝑓(𝑥 − 1) (1) 

 

Consequently, a matrix that contains the temperature 

changes was obtained. The matrix has negative and positive 

values, as shown in Figure 7 and values that are greater than 

zero are equal to 1, equal or smaller than zero are equal to 0 

(Eq. (2)). 

 

{1,
𝑑𝑓

𝑑𝑥
> 0

0, 𝑜𝑡ℎ𝑒𝑟𝑠

 (2) 

 

 
 

Figure 7. Matrix of temperature changes 

 

where, g(x) is the binary matrix obtained from the thermal map 

as shown in Figure 8. 

 

 
 

Figure 8. Binarized thermal map visualization and related 

matrix 

 

2.4 Feature extraction 

 

Feature extraction is one of the important pre-processing 

steps in the classification process. Wavelet transform [13, 14], 

ridgelet transform [15], ripplet transform [16], histogram of 

the gradient [17, 18], and local binary pattern (LBP) are some 

of the many known feature extraction methods. By using these 

methods, edges, orientation, volume, resolution, and 

histogram are obtained from the images [19, 20]. LBP is an 

important texture descriptor [21] and the algorithm of LBP is 

shown in Figure 9.  

LBP is a method comparing values in kernel selected and 

producing a value to be used for feature selection or 

classification. Since we are interested in small changes in 

temperature value, LBP were used to extract meaningful 

features (the effect of small changes). 
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Figure 9. LBP Algorithm 

 

2.5 Feature selection using fast correlation-based filter 

 

Feature selection removes redundant features, reduces 

feature dimension, decreases processing time, and increases 

learning accuracy as a pre-processing step of the classification 

process [22-24]. Filters, wrappers, and embedded-based 

approaches are some of the feature selection methods. In this 

study, the features are selected with the FCBF method.  

The FCBF method involves two parts. The first part is 

deciding whether or not the features are related to class, and 

the second part is deciding whether or not the features are 

redundant when taking with other selected features. 

Information gain (IG) measures the relation among the 

features (Eq. (3), (4), (5)): 

 

𝐼𝐺(𝑍|𝑅)  =  𝐻(𝑍)  −  𝐻(𝑍|𝑅)  = 𝐻(𝑅)  − (𝑅|𝑍) (3) 

 

 𝐻(𝑍)  = ∑ 𝑝(𝑍𝑖)log𝑝(𝑍𝑖)

𝑖

 (4) 

 

 𝐻(𝑍|𝑅)  = ∑ 𝑝(𝑍𝑖 , 𝑅𝑖)log
𝑝(𝑍𝑖, 𝑅𝑖)

𝑝(𝑅𝑖)
𝑖

 (5) 

 

where, H(Z) and H(R) are defined as marginal entropies, p(Zi) 

and p(Zi,Ri) are values of probability, and H(ZIR) and H(RIZ) 

are defined as conditional entropies in Eq. (3). If these two 

variables are completely non-correlated, then the IG is closed 

to the value of 0 [25]. Moreover, symmetric uncertainty (SU) 

is defined as a criterion for revealing the most dominant 

features of large quantities of data (Eq. (6)): 

 

𝑆𝑈(𝑍, 𝑅) = 2
𝐼𝐺(𝑍|𝑅)

𝐻(𝑍) +  𝐻(𝑅)
 (6) 

2.6 Classification of thermal map 

 

Machine learning algorithms such as decision tree (DT), 

random forest (RF), ANN, and logistic regression (LR) were 

used to classify healthy/unhealthy neonates with obtained 

features. The 10-fold cross-validation was realized to validate 

the algorithms. 

 

2.6.1 Artificial Neural Network 

The ANN is one of the learning algorithms that is based on 

biological nervous system. ANN creates links between input 

and output data on the basis of several parameters such as 

weights, sum function, and activation function [26]. 

The input layer contains raw data or obtained features, and 

the output layer contains classes of data. The weights point out 

the importance of information coming from the artificial cell. 

Furthermore, sum function calculates the net input by 

summing up the products of weights and inputs. The activation 

function calculates the output of the sum function. Thus, the 

output values are obtained between the identified range. In this 

study, the sigmoid function (Eq. (7)), as shown in Figure 10, 

was selected as the activation function, and the obtained output 

values were 0 and 1. 

 

𝑓(𝑥)  =  
1

𝑒−𝑥
 (7) 

 

where, x is the input value and f(x) is the output value. The 

feed forward back propagation ANN, as shown in Figure 11, 

was used. The optimum ANN parameters are experimentally 

as follows: error target is 1e-20, hidden layer 2, first hidden 

layer nodes 5, second hidden layer nodes 8, learning rate 0.3, 

momentum rate 0.2, and the maximum number of iterations 

500. 

 
 

Figure 10. The Sigmoid Function 

 

 
 

Figure 11. ANN model (input = 12, hidden layer = 2, and 

output = 2) used for classification. The features are obtained 

by using a thermal map and FCBF 
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2.6.2 Logistic regression 

Regression determines the relationship among data features 

with a mathematical model [27]. One independent variable and 

many independent variable regression models exist. One 

independent variable regression is called simple linear 

regression and is explained by the following equation (Eq. (8)): 

 

𝑌 =   𝐵0 + 𝐵1𝑋 + 𝐸 (8) 

 

where, X is the input value, Y is the output value, B0 is the 

constant value when X = 0, B1 is the regression coefficient, 

and E is the error value. In the linear regression, dependent and 

independent variables are needed to obtain quantitative values 

and have a normal distribution. However, in LR, the values do 

not need to quantify the target variable, and the dataset does 

not need to have a normal distribution. The probability 

calculation determines the estimated value of the target 

variable. If p classes and q features exist, then q x (p-1) 

parameters are calculated [28]. In this study, 12 parameters 

(with FCBF) and 756 parameters (without FCBF) are 

calculated for LR algorithms. 

 

2.6.3 Decision tree and random forest 

The DT and RF algorithms were applied to observe the 

effect of rule-based classification algorithms on data. DT 

algorithm's processing time and computational complexity are 

low; furthermore, classification speeds are high in one of the 

machine learning algorithms [29]. Each node represents a 

feature on the tree, as shown in Figure 12. 

 

 
 

Figure 12. The decision tree architecture used in this study. 

The features are obtained by using RGB images and FCBF 

 

In the DT learning process, the properties are divided into 

sub-sets by applying the decision rules. Each feature is usually 

divided into two sub-clusters. This process continues 

recursively until there is no more effect on the classification of 

the properties used. Thus, large-sized data are expressed as a 

combination of smaller data. 

The RF algorithm is aimed at increasing the classification 

accuracy by using more than one DT [30]. These DTs are sub-

sets that were randomly selected from the dataset. RFs are 

created by combining individual DTs. In this study, the 

optimum number of the tree is experimentally found to be 10. 

 

2.7 Cross-validation 

 

Evaluation of network accuracy is critical for machine 

learning algorithms. Frequently, data are split into constant 

training and test parts, but this method is insufficient. For 

example, when data are divided into 75% training and 25% 

test, the training and testing only depend on these divided data. 

In K-fold cross-validation [31], the data are split into K parts, 

and all parts are played a role as training and testing. 

In this study, the data are divided into 10 parts. One of these 

parts is defined as test data, whereas the remaining nine parts 

are defined as training data. Then, another group is reserved 

for the test data. In this way, all data are used for both testing 

and training phases. As a final step, a general accuracy is 

obtained by taking the average of the 10 obtained results. That 

is, 40 thermograms are split into 10 parts (K = 10), and 36 

thermograms are used for training data; four thermograms are 

used as testing data 10 times. 

 

 

3. RESULTS 

 

In this study, thermal images, which were taken from 40 

different neonates, were classified as healthy and unhealthy. 

Machine learning algorithms such as ANN, LR, DT, and RF 

were used for the classification of raw thermal images. LBP 

algorithm was applied for feature extraction of all used images, 

and obtained features were reduced by using FCBF, which is 

a feature selection algorithm. The 10-fold cross-validation 

algorithm was applied to verify classification validity. Table 2 

shows the comprehensive comparison of classification results. 

The best result of healthy/unhealthy neonate classification is 

achieved at 92.5% accuracy. Of the 20 healthy images, 17 are 

classified as healthy, and all unhealthy images are classified as 

unhealthy by using thermal map, segmentation, feature 

extraction-selection, and ANN algorithms. 

Table 2 also shows the importance of segmentation and 

feature selection. When and thermal map was used, the highest 

rate of classification obtained was 50% accuracy (thermal map 

+ RF) without FCBF, whereas 72.5% accuracy (thermal map 

+ LR) was obtained with FCBF. After the threshold algorithm 

was applied, the highest rate of classification obtained was 

75% accuracy (thermal map + LR) with FCBF. When the 

threshold and binarization algorithms were used together, the 

best result obtained was 92.5% accuracy (thermal map + 

ANN) with FCBF.  

 

Table 2. All results 

 
Thermal Map Classification Results (% Accuracy) without feature selection with feature selection 

Raw 
Segmented 

ANN 
Logistic  

Regression 

Decision  

Tree 

Random  

Forest Threshold Binary 

*   
47.50, 

62.50 

40.00, 

72.50 

47.50, 

62.50 

50.00, 

67.50 

 *  
47.50, 

65.00 

47.50, 

75.00 

40.00, 

70.00 

52.50, 

70.00 

 * * 
62.50, 

92.50 

52.50, 

87.50 

45.00, 

82.50 

65.00, 

90.00 
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Figure 13 shows the processing time with and without 

feature selection. The processing time is 14.5 s (ANN) without 

FCBF, whereas the processing time is 0.09 s (ANN) with 

FCBF for the best result. Between 20 and 100 times, there are 

differences in processing time because 756 (without FCBF) 

and 12 (with FCBF) features are classified. The result of the 

experimental study shows that thermal imaging is a useful 

method for detecting the healthy/unhealthy neonates. 

 
 

Figure 13. Processing time (s) without feature selection and 

with feature selection 

 

 

4. CONCLUSION 

 

Thermography is a fast, non-ionized, and non-invasive 

method; hence, we decided to observe the benefits of this 

method on neonates in the NICU. In this study, the healthy/ 

unhealthy classification was made by using 40 different 

thermograms taken from 20 healthy and 20 unhealthy neonates. 

Machine learning and feature extraction algorithms were 

applied to both raw and segmented thermal images to obtain 

comprehensive results. The results show the importance of the 

temperature map, features selection after applying the feature 

extraction, and image segmentation by comparing feature 

extraction (LBP), feature selection (FCBF), and machine 

learning (ANN, LR, DT, and RF) algorithms. In this study, the 

healthy/unhealthy classification of neonates was realized with 

accuracy, sensitivity and specificity values of 92.5%, 100%, 

and 85% respectively. This study proposes state-of-the-art 

methods for the detection of the healthy/unhealthy neonates. 

Development of new segmentation types, application of 

feature selection methods, and testing of different machine 

learning algorithms have had a great impact on the results. 

Further improvement of this study will help diagnose diseases 

such as necrotizing enterocolitis, transient tachypnea of the 

newborn, and diaphragm hernia by increasing the number of 

used thermograms and adding new methods. Thus, a pre-

diagnosis system will be implemented without any physical 

deterioration on unhealthy neonates. 
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